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ABSTRACT

We present an overview of an ongoing project which has the aim of developing methods for building a treebank of Icelandic. The treebank will contain texts from various different periods. Since Icelandic is an example of what has been called a less-resourced language when it comes to computational linguistics and language technology, it is essential to utilize the limited resources available as economically and efficiently as possible. We emphasize the importance of open source software and the interplay between linguistic knowledge and technological skills. We describe the workflow in the construction of the treebank and show how the different software tools work together towards the final representation. Finally, we show how the treebank can be used in studying some well known phenomena in Icelandic syntax.

[1] INTRODUCTION

In this paper, we describe an ongoing project, the Icelandic Parsed Historical Corpus (IcePaHC), which has the goal of developing economic and practical methods for building a treebank of Icelandic – methods which we hope can serve as a model in similar projects for other less-resourced languages. Icelandic is spoken by about 300,000 people and is clearly a less-resourced language (LRL) in any sense of the term. However, it has been the focus of much attention by syntacticians for the past two or three decades. There are several reasons for this. One is that due to its relatively rich morphology, Icelandic is ideal for testing several types of linguistic hypotheses. Another reason is that Icelandic has changed much less than its closest relatives and is thus ideal for testing and comparing theories of language change.

It is thus of great importance, not only to Icelandic syntacticians but to the general linguistic community, to have access to a large amount of well-structured data that enables researchers to study Icelandic syntax both synchronically and diachronically. As is well known, a syntactically parsed corpus – a treebank – is an important tool both for syntactic research and for the purposes of developing language technology tools. Our long-term goal is to build a treebank that will
be useful both in syntactic research and for Icelandic language technology. The
texts in our corpus will cover the history of Icelandic during a whole millennium,
from the earliest written sources dating from the 12th century up to the present – approximately 100,000 words from each century.¹

This paper describes our first steps in developing the treebanking methods
and the treebank itself and is organized as follows. In section 2, we discuss briefly
the motivations for building a parsed corpus like ours, and touch upon the chal-
lenge posed by the diversity of the texts. In section 3, we describe the software
tools that we use and argue that an open source approach is essential for the de-
velopment of NLP tools for less-resourced languages. In section 4, we describe the
workflow in the construction of the treebank and show how the different soft-
ware tools work together towards the final representation. Section 5 shows how
the treebank can be used in the study of two well known phenomena in Icelandic
syntax. Finally, section 6 is a conclusion.

[2] BACKGROUND AND CHALLENGES

Over the past two decades, interest in historical syntax has grown substantially
among linguists. Accompanied by the growing amount of electronically available
texts, this has led to the desire for – and possibility of – creating syntactically
parsed corpora of historical texts, which could be used to facilitate search for ex-
amples of certain syntactic features and constructions. A few such corpora have
been developed, the most notable being the Penn Parsed Corpora of Historical
English, developed by Anthony Kroch and his associates (Kroch & Taylor 2000a;
Kroch et al. 2004). These corpora have already proven their usefulness in a num-
ber of studies of older stages of English (cf., for instance, Kroch et al. 1995; Kroch &
Taylor 2000b). We cooperate with the treebank team at the University of Pennsyl-
vania and want to make our treebank compatible with their products – the Penn
Treebank (Marcus et al. 1993) and the Penn Parsed Corpora of Historical English.

At a first glance, it may not seem feasible to build a diachronic treebank con-
sisting of texts spanning a thousand years in the history of a language. How-
ever, Icelandic is often claimed to have undergone relatively small changes from
the oldest written sources up to the present. The sound system, especially the
vowel system, has changed dramatically, but these changes have not led to radical
reduction or simplification of the system and hence they have not affected the

¹ At the time of the writing of this paper, a preview version (0.1) of the treebank (Wallenberg et al. 2010)
which contains ca. 31,000 words from the 12th and 19th centuries has been released and can be down-
loaded from http://www.linguist.is/icelandic_treebank/Download. The corpus is released un-
der the LGPL license which means that it may be freely distributed, modified and used in other software
under certain restrictions - see http://www.gnu.org/licenses/lgpl.html. New versions will be re-
leased every three months until the project finishes, which is expected in mid-2011. We would like to
thank Joel Wallenberg who has been instrumental in designing the corpus, Anthony Kroch and Beatrice
Santorini for help and advice, and an anonymous reviewer for comments and suggestions.
inflectional system, which has not changed in any relevant respects. Thus, the morphosyntactic tagset developed for Modern Icelandic can be applied to earlier stages of the language without any modifications. The vocabulary has also been rather stable. Of course, a great number of new words (loanwords, derived words and compounds) have entered the language, but the majority of the Old Icelandic vocabulary is still in use in Modern Icelandic, even though many words are confined to more formal styles and may have an archaic flavor.

On the other hand, many features of the syntax have changed (cf. Faarlund 2004; Rögnvaldsson 2005). These changes involve for instance word order, especially within the verb phrase, the use of phonologically “empty” NPs in subject (and object) position, the introduction of the expletive það ‘it, there’, the development of new modal constructions such as vera að ‘be in the process of’ and vera búinn að ‘have done/ finished’, etc. The diversity of the texts obviously poses quite a challenge to the project. It is clear that both the methods of construction, the annotation scheme, the query language, and the search software will have to be able to deal with considerable variation in sentence structure.

If the goal of a project is to construct a parsed corpus of a less-resourced language like Icelandic, it is important to utilize whatever resources are available as efficiently as possible. Actually, one could argue that all languages other than English are, to varying degrees, less-resourced with respect to English. Thus the problems that the less-resourced language faces with respect to language technology are shared among the languages of the world. One can identify two main kinds of problems for languages other than English:

- The amount of people and money available to develop resources is small compared to what is available for English.

- The language is different from English in important linguistic ways and thus the established state of the art solutions need to be adapted from how they are applied to English.

Ideally, we would have liked to put together a group of experts, each of which has substantial cross-disciplinary knowledge about parsed corpora, artificial intelligence / machine learning, generative syntax and perhaps some more. In reality, we have a few people who specialize in some of those fields. This means that one of the keys to successful treebank construction for a language like Icelandic is defining interfaces between the technological knowledge and the linguistic knowledge. We discuss our approach to this problem in section [3.2]. The importance of being able to employ linguistic knowledge relates to the typological difference between English and the LRL because Icelandic, for example, differs from English in ways that are relevant to parsing. Icelandic has a rich morphology that affects any kind of an annotation process as opposed to English where issues of morphology can
be ignored to a great extent. Another example is the V2 (verb second) constraint that has a substantial effect on Icelandic word order. Such a constraint does not apply to Modern English.

Related to those problems is the fact that the small number of speakers of a language like Icelandic means that there is limited interest in the field from the commercial sector. In order to attract such interest some measures must be taken to make existing resources as accessible as possible. In our case the most important measures of this kind are the releasing of a complete language processing toolkit under a free and open source license, as discussed in section [3.1].

[3] Technology and Linguistics as Resources

[3.1] Open Source BLARK as a Foundation

It has been noted that in order to do any kind of work on language technology for a given language a set of some basic tools, referred to as a BLARK (Basic Language Resource Kit, (cf. Krauwer 2003)), is the minimum requirement. A few such tools have been developed for Icelandic and packaged under the name IceNLP. Those include a rule based PoS (Part-of-Speech) tagger (Loftsson 2008), an HMM (Hidden Markov Model) tagger, a shallow parser (Loftsson & Rögnvaldsson 2007), a lemmatizer (Ingason et al. 2008), a sentence segmentizer and a tokenizer. The IceNLP toolkit has recently been made open source (LGPL-licensed) to encourage further innovation in Icelandic language technology.²

Open source licenses are important for language technology in general as researchers have pointed out (e.g. Halácsy et al. 2007; Forcada 2006). We believe that this importance is even greater in the context of an LRL such as Icelandic. An accessible BLARK without serious licensing barriers can make a difference for the LRL in two important ways:

• It attracts researchers and commercial innovators to work on language technology for the LRL.

• It encourages linking the LRL with other international open source projects.

Many language technology projects focus on developing so-called language independent solutions for various tasks. Despite being language independent in nature those efforts are somewhat limited by the fact that practical aspects of setting up experiments for many languages always take time and therefore evaluation of the methods in question rarely extends to a large number of languages. We believe that a complete open source package of basic tools for a language like Icelandic makes the language much more feasible for inclusion in such experiments. A researcher can download IceNLP and start tagging and lemmatizing

[2] IceNLP can be downloaded from: http://sourceforge.net/projects/icenlp/
Icelandic text in minutes without having to consider licensing restrictions. Since IceNLP is LGPL-licensed it is also feasible for commercial software developers to include its features as part of their products. An open source license also encourages linking the BLARK of the LRL with other international open source projects and in the case of IceNLP there are already a few ongoing projects of this sort that would not have been possible without an open source BLARK.\(^3\)

### 3.2 Automated Corpus Revision using Linguistic Terminology

The IceNLP package includes a format conversion utility named Formald. One of the features of this utility is the ability to get a labeled bracketing representation of the output. Although such a conversion does not contribute anything to the information structure by itself it allows us to further manipulate the data using tools that are designed for working with labeled bracketing. One such tool that has been very useful in our annotation process is CorpusSearch (CS) (Randall 2005).

As the name implies CS is a tool that can be used to search parsed corpora but it can also be used for automated rule-based corpus revision. The main strength of CS in this respect is the fact that it is designed for linguists and the query language allows the user to interact with a treebank using terminology that is familiar to a syntactician. Relationships are expressed using terms like *dominates, precedes, c-commands*, etc. This means that CS provides an abstraction layer between linguistics and technology. A person who is trained in syntactic theory can develop an advanced rule-based parser without knowing much about the technology that does the computational work behind the scenes. In our case such a parser is built on top of the output of IceNLP. While such an abstraction layer may not be the most theoretically interesting fact about the annotation process of a treebank it means a great deal in terms of getting practical results with limited resources.

Automated corpus revision in CS is based on revision queries like the one shown in (1).

(1) **A CorpusSearch revision query**

\[
\text{query: } ([1]NP* \text{ hasSister } [2]NP-POS) \\
\quad \text{AND } ([1]NP* \text{ iPrecedes } [2]NP-POS) \\
\quad \text{extend_span}{1, 2}:
\]

The query means: If any kind of an NP (NP*) has a sister in the tree that is an NP-POS and the first NP immediately precedes the latter, the span of the first NP

---

\[^3\] Those include context sensitive spelling correction for Icelandic based on LanguageTool (Naber 2003), a machine translation system based on Apertium (Forcada 2006) and a commercial project that involves automated market research. Discussion of those projects is beyond the scope of this paper.
should be extended so that it includes the latter.

The syntax of regular search queries is the same as for revision queries except they do not include revision commands such as **extend_span**. The non-technical syntactician can therefore also use this syntax to search for suspicious patterns that probably need manual correction. For example one could construct a query that searches for IPs that include more than one subject, again using linguistic terminology.

[4] **BUILDING THE TREEBANK**

[4.1] **IceNLP**

The workflow we use in the construction of the diachronic parsed corpus of Icelandic makes extensive use of IceNLP as well as other open source software. To illustrate this let us take a look at how one sentence is processed using IceNLP. The sentence in (2) is an example from Old Icelandic.

(2)  
Rannveig og Hergerður voru dætur þeirra
Rannveig and Hergerður were daughters their
‘Rannveig and Hergerður were their daughters’

The first step in the automated annotation is to run the sentence through IceTagger to assign PoS-tags as exemplified in (3).

(3)  **Output from IceTagger:**

```
Rannveig nven-m
og c
Hergerður nven-m
voru sfg3fþ
dætur nvfn
þeirra fphfe
```

Since the IceNLP tools use the Icelandic tags (cf. Loftsson 2008) we keep this representation for now but the tags are translated into English in a later step.

In the second step we use IceParser to perform shallow parsing (chunking of phrases) as shown in (4). In addition to marking phrases IceParser annotates some syntactic functions such as subjects and objects.

(4)  **Output from IceParser:**

```
{*SUBJ> [NPs [NP Rannveig nven-m NP] [CP og c CP] [NP Hergerður nven-m NP] NPs] *SUBJ>}
[VPb voru sfg3fþ VPB] {*COMP< [NP dætur nvfn NP] *COMP<}
{*QUAL [NP þeirra fphfe NP] *QUAL} . .
```
Then we use the lemmatizer Lemmald to assign a base form to each token in the sentence. The final step involving the IceNLP toolkit is to use one of its format conversion features to get a labeled bracketing representation of the sentence and translate the tagset to an annotation scheme that is mostly compatible with the Penn Corpora of Historical English. The result of those operations can be seen as labeled bracketing in (5) and as a tree diagram in (6). Note that lemmas are omitted from the tree diagrams in this paper.

(5) **Output after lemmatization and conversion to labeled bracketing:**

\[
\text{IP-MAT} \quad \text{NP-SBJ} \quad (\text{NP-NPR-N} \text{ Rannveig-rannveig}) \\
\quad \text{CONJ og-og} \quad (\text{NP-NPR-N} \text{ Hergerður-hergerður}) \\
\quad \text{VPB (BEDI voru-vera)} \\
\quad \text{NP-PRD (NS-N} \text{ dætur-dóttir)} \\
\quad \text{NP-POS (PRO-G þeirra-það)} 
\]

(6)

```
IP-MAT
   NP-SBJ
      NP NPR-N
             CONJ
              NP NPR-N
                 VPB
                    NP-PRD
                       NP-POS
                          NP
                             NPR-N
                                og
                               NPR-N
                                  voru
                                     dætur
                                        þeirra
```

Thus, the diagram in (6) represents the kind of structure we can annotate using only the tools of the IceNLP toolkit.

(4.2) **CorpusSearch and CorpusDraw**

The structure already contains a lot of information about the sentence but in order to finish the tree we use CS to apply revision queries to the structure. First we run the query in (1) so that NP-POS is moved under the immediately preceding NP. Finally we want the finite verb to be the head of the IP so we run the revision in (7) to delete VPs that are dominated by IPs and dominate finite verbs. Note that `finiteVerb` is defined by a regular expression that matches all finite verbs.
Revision query that removes extra VPs

query: (IP-MAT iDoms {1}[1]VP*)
    AND ([1]VP* iDoms finiteVerb)

delete_node{1}:

The resulting tree is shown in (8). In this case, the automated rule-based annotation manages to generate the full structure we want. This is of course not always the case and while we aim to cover as many types of structure as possible automatically there are various examples of incomplete or wrong annotation that require manual corrections. Again, we find it important to design the workflow in a way that does not require a lot of technical knowledge, especially the parts that require extensive understanding of the theory of syntax (manual corrections occur at the linguistic end of the abstraction layer, not the technical one!). For this we use CorpusDraw, a program that is bundled with CS and provides a visual interface for correcting trees. A screenshot of the previous sentence from CorpusDraw is shown in (9).
In this section, we show how the treebank could be used to study two phenomena in Icelandic syntax – DAT-NOM verbs and the so-called New Passive.

### [5.1] DAT-NOM verbs

In Modern Icelandic (MIce) we get variation between number agreement and non-agreement with DAT-NOM verbs that take plural nominative objects, cf. (10-a) and (10-b).

(10) a. Stelpunni líkuðu strákar
    girl-THE-DAT liked-3-PLUR boys-NOM
    ‘The girl liked boys'

b. Stelpunni líkaði strákar
    girl-THE-DAT liked-3-SING boys-NOM

This kind of variation is also found in Old Icelandic (OIce) (Eythórsson & Jónsson 2009), although nominative agreement seems to have been more frequent in OIce. Non-agreement, on the other hand, seems to be much more frequent in MIce than in OIce. That would indicate a change over the ages – a change we can study in IcePaHC. If there has been a significant change in the agreement system, that might explain why, for some speakers, DAT-ACC (for original DAT-NOM verbs, e.g. líka ‘like’) seems to be grammatical (Árnadóttir & Sigurðsson 2008).

We do a CorpusSearch query to see if a change has taken place. To get a clear idea of what we are dealing with, let us first look at the raw data we get from CorpusDraw for (10-a) above:
Now we can define the search which finds agreement as well as non-agreement with plural objects of DAT-NOM verbs, cf. (12).

(12) **A CorpusSearch query for DAT-NOM verbs**

The query matches any main clause (IP-MAT*) or embedded clause (IP-SUB*) that immediately dominates (iDoms) a subject (NP-SBJ) and an object (NP-OB1) and which does not immediately dominate a passive participle (!VAN*) (the ‘!’ negates the matched element) since we do not want to include passives in our results. Furthermore, the subject phrase immediately dominates a nominal element in the dative case (*-D), where the star is a wildcard that matches nouns, pronouns, determiners and quantifiers. The object phrase immediately dominates a plural nominative noun (NS-N).

After running the CS query, we are able to compare relative frequencies of agreement vs. non-agreement from different periods of the history of Icelandic.

Since the treebank is compatible with the Penn Parsed Corpora of Historical English same, or similar, phenomena in Icelandic and English at various stages can be compared. Let us, for example, take a look at the raw data for the following sentence from Early Modern English (**Kroch et al. 2004**):
Early Modern English raw data

\[(\text{IP-MAT} (\text{NP-SBJ} (\text{PRO I})))
(\text{VBP} \text{believe})
(\text{CP-THT} (\text{C 0}))
(\text{IP-SUB} (\text{NP-SBJ} (\text{PRO I})))
(\text{MD} \text{shall})
(\text{VB} \text{like})
(\text{NP-OB1} (\text{PRO$ your}) (\text{N} \text{cook}))
(\text{ADVP} (\text{ADV} \text{very}) (\text{ADV} \text{well})))
(\ldots) (\text{ID FCHATTON-E3-H,I,148.34})\]

In this example we have the main verb \textit{like} in the embedded clause (IP-SUB). As can be seen, the parsing and the labels are (almost) the same as in IcePaHC. That makes it a lot easier to do a comparative study of those languages.

[5.2] The New Passive

There has been a lively discussion about the New Passive in Icelandic in the recent years and opinions differ widely on its nature. Some researchers claim it is not a passive at all, but instead an active (cf. Maling & Sigurjónsdóttir 2002), whereas others claim that it is simply a new form of the passive (e.g. Eythórsson 2008). Although it uses passive morphology, the object always stays in situ and does not undergo NP-movement (A-movement), cf. (15). Furthermore, it can be in the accusative case, and does not trigger agreement of the finite verb and the participle as a nominative argument in the canonical passive would do. Instead, the finite verb is always 3sg and the passive participle (the main verb), which assigns case (contra Burzio’s Generalization), is neuter singular. (14) shows different versions of the canonical passive, whereas (15) shows the New Passive.

\[(14)\]
\[\begin{align*}
a. & \quad \text{Það voru barðir litlir strákar} \\
& \quad \text{it were beaten-MASC-PLUR little-MASC-NOM-PLUR boys-MASC-NOM} \\
& \quad \text{‘Little boys were beaten’} \\
b. & \quad \text{Það voru litlir strákar barðir} \\
c. & \quad \text{Litlir strákar voru barðir}
\end{align*}\]

\[(15)\]
\[\begin{align*}
a. & \quad \text{Það var barið litla stráka} \\
& \quad \text{it was beaten-NEUT-SING little-MASC-ACC-PLUR boys-MASC-ACC} \\
& \quad \text{‘Little boys were beaten’} \\
b. & \quad \text{*Það var líttinn strák barið} \\
& \quad \text{it was little-MASC-ACC-SING boy-MASC-ACC beaten-NEUT-SING} \\
& \quad \text{‘A little boy was beaten’ (Eythórsson 2008, 213, ex. (76))}
\end{align*}\]
In the tree diagram in (16) we show how (15-a) would be parsed in our corpus. Notice that the expletive það is tagged ES.

(16)

```
IP-MAT
  NP-SBJ  BEDI  VAN  NP-OB1
  ES  var  barið  ADJ-A  NS-A
  það  litla  stráka
```

As in the canonical passive, the verb vera ‘be’ (or verða ‘will be, become’) is always used in the New Passive. As expected, it is not always finite.

(17) það hefur oft verð barið litla
    it has often been beaten-NEUT-SING little-MASC-ACC-PLUR
    stráka
    boys-MASC-ACC
    ‘Little boys have often been beaten’

Even though the New Passive sentences begin with the expletive það in the examples above, this is not always so, as seen in (18) and (19). Furthermore, as shown in (19), the passive participle does not always follow vera/verða. It can precede the verb in sentences where Stylistic Fronting has applied. In the absence of an overt expletive það we include an empty category *exp* in the annotation.

(18) í gær var barið litla
    yesterday was beaten-NEUT-SING little-MASC-ACC-PLUR
    stráka
    boys-MASC-ACC
    ‘Little boys were beaten yesterday’

(19) Skoðað verður miða við innganginn
    inspected-NEUT-SING will.be tickets-MASC-ACC on entrance-THE
    ‘Tickets will be inspected on entering’ (Maling 2006, 200, ex. (7))
Example (19) above shows that we cannot rely on the main verb immediately preceding the object.

From the facts described above we can use the following for a New Passive search query (with accusative object):

(20)  
(a) It contains an expletive (overt or covert)  
(b) It contains the verb vera ‘be’ (BE*) or verða ‘will be, become’ (RD*)  
(c) It contains a passive participle (tagged as VAN)  
(d) It contains an object (NP-OB1)  
(e) The direct object is in accusative case

Following these facts (in that order), the CS query might look like this:

(21) A CorpusSearch query for the New Passive

node: IP*
query: (IP* idoms NP-SBJ)
  AND (NP-SBJ idoms ES|\*exp\*)
  AND (IP* iDoms BE*|RD*)
  AND (IP* iDoms VAN)
  AND (VAN hasSister NP-OB1)
  AND (NP-OB1 iDoms *-A)

Even though the literature on the innovative New Passive – which is almost exclusively found in texts from the late 20th century up to the present day – is already quite extensive, many things regarding its nature and origin remain unclear and disputed. The question arises, of course, why a 20th century child would re-analyse passive sentences. In other words, what is the source of the New Passive? Various attempts – which will not be repeated here – have been made to answer the question.

One possible factor could be that the use of the expletive það increased heavily in the early 19th century as Hróarsdóttir (1998) shows (cf. also Rögnvaldsson 2002). This can lead to the subject of the canonical passive not being A-moved, as shown in (14a). These possible effects on the New Passive cannot be fully investigated without a diachronic treebank.

[6] CONCLUSION

In this paper we have presented the outlines of our work in developing efficient methods for building a treebank of a less resourced language – Icelandic in our case. This is still very much a work in progress but we think that our approach could serve as an example for other less-resourced languages. We have emphasized the re-use of existing tools and the importance of open source policy in
this respect. We have also emphasized the importance of linguistic insights and the interplay between linguistic knowledge and technological skills in developing software tools for building syntactic trees. We described the workflow in the construction of IcePaHC and presented examples of how it can be used to study celebrated constructions in Icelandic.

Obviously, we are far from having a full-fledged treebank at our disposal. However, we feel that we have come quite far in developing the methods for building the treebank, and we have already started the actual production of trees.
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